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Status of VTX pixel

• As you may know and be worried, VTX pixel has had a “event 
misalignment” problem. 
Run12-15: 10-20%  
Run16: more serious than former runs. 

• Event misalignment has been caused by the four-events buffer (FIFO) in 
the ALICELHCb readout chips. 

• But we don’t yet fully understand why the four-events buffer is faulty 
working 
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Implementation of VTX in PHG4

• First I planed to export the VTX pixel in PISA (Geant3, Fortran 77) to PHG4. 

• But, after reading through the code ‘svx.f’, I realized it was a bad idea… 

• Then I’m now planning to implement VTX using GDML by referring VTX 
pixel in PISA. 

• GDML (Geometry Description Markup Language, format based on XML) 
- is written by text editors 
- can be converted from a STEP file (CAD output) 
- is drawn by ROOT (+ “—enable-gdml”). I always use Eclipse.

But needs FASTRAD (shareware).
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Rachid’s integration plan
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Rachid Nouicer sPHENIX

Other Options: of P0 and P1 Barrels Integration sPHENIX

Option (A) Option (B)

Conclusion: P0 and P1 configuration depends on how many good ladders we have
(See next slide). 
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Inventory
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Status of Pixel ladders
For details see PHENIX Technical Note tn483.0 : Silicon Pixel Tracker

www.phenix.bnl.gov/phenix/WWW/publish/rnouicer/VTX/2016_VTX/Technical_Note_Silicon_Pixels_Tracker.pdf

(http://www.phenix.bnl.gov/phenix/WWW/publish/rnouicer/VTX/2016_VTX/Technical_Note_Silicon_Pixels_Tracker.pdf )5

http://www.phenix.bnl.gov/phenix/WWW/publish/rnouicer/VTX/2016_VTX/Technical_Note_Silicon_Pixels_Tracker.pdf


GDML example 1: RHIC beam pipe (STAR)

(courtesy of Takuya Suzuki, RHICf )
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GDML example 2: The LHCf detector
The LHC forward detector made by GM

Tungsten

G10 frame

Al cage

Scintillation fibers
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Summary

• I plan to implement VTX in PHG4 using the GDML format; 
- start with simple ladder geometry and then go to small pieces. 

• Simple geometry: 2 weeks 
Detailed geometry (close to Rachid’s CAD drawing): 2 or more months.
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Backup
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¾ How many ladders are needed for P0 to have full coverage in sPHENIX?
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¾ How many ladders are needed for P0 to have full coverage in sPHENIX?



Sample	output:	bad	chip	
As	an	example,	ran	over	
Au+Au	run	409151	

Drop	in	correlaQon	always	corresponds	
to	increase	somewhere	else	
	
This	goes:	
0->3->2->1->2->1->0->1->0->3!	
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Diagnostic of jump chip

The pixel detector in the HPD must be sensitive
to single photoelectrons. They must also provide a
very clean signal, since a high proportion of noise
hits will deteriorate the pattern recognition. The
accelerating voltage applied to the HPDs will be
20 kV, which generates a signal of around 5000
electrons in the pixel sensor. With a worst case
noise floor of about 250 electrons RMS and an
average threshold of 1500 electrons, values ob-
tained on a 130 channel prototype [10,11], the
threshold is still six times higher than the RMS
value of the noise. This should reduce the noise
hits to virtually zero. This 1500 electrons pixel
threshold is still considerably lower than 2500
electrons which would be the charge per pixel if the
photoelectron is incident exactly on the boundary
between two pixels and the induced charge is
shared equally between the two. Normally pixel-
to-pixel threshold variations should be folded into
these considerations, but with a three bit pixel-by-
pixel threshold adjust the overall threshold spread
obtained was about 25 electrons, which is negli-
gible with respect to the noise floor.

A spatial resolution of 2.5mm by 2.5mm is
sufficient for the incoming photons, but leads to an
8% occupancy in some regions of the RICH
detector. The electrostatic focussing de-magnifies
an image on the input window by a factor of 5,
mapping to a 500 mm! 500 mm granularity on the
pixel sensor. The LHCb Level-0 trigger will be
applied to the front-end chips, and arrives at an

average rate of 1MHz after a latency of 4 ms. To
allow readout at average rate and not at peak rate,
on-chip buffering is required. To reduce dead time
to below 1%, readout of a triggered event has to
be completed within 900 ns which is 36 clock cycles
for a 40MHz clock.

The encapsulation of the electronics within the
vacuum envelope requires compatibility of the
chip and its packaging with all manufacturing
steps of the HPD. A complete detector system for
the RICH of LHCb would consist of 500 HPDs.

3. The pixel cell

The commercial 0.25 mm CMOS process in
which the chip is currently being fabricated offers
a high component density and an intrinsic radia-
tion tolerance if special circuit layout is used (see
section 6). Both the analog and digital circuitry has
been designed to operate with a 1.6V power
supply, and the total static power consumption
will be about 400mW. The sensitive area measures
13.6mm! 12.8mm, and is divided into 8192 pixel
cells of 425 mm! 50 mm, arranged in 32 columns
and 256 rows.

The pixel cell itself is divided into an analog and
a digital part, as shown in the schematic of Fig. 3.
The analog front-end consists of a pre-amplifier
followed by a shaper stage with a peaking time of
25 ns. The design issues for such a front end are
discussed in detail in Ref. [11]. Detailed analysis of
signal to noise characteristics for charge sensitive
front ends can be found in Refs. [12–14]. In the full
chip implementation both these blocks are differ-
ential, with one input carrying the detector signal
and the other tied to a clean reference. This has

Fig. 3. A schematic of the circuitry within one pixel cell.

Fig. 2. Schematic of a pixel HPD.

W. Snoeys et al. / Nuclear Instruments and Methods in Physics Research A 466 (2001) 366–375368

Sample	output:	good	chip	
As	an	example,	ran	over	
Au+Au	run	409151	

Top:	Mean	hit	rate	for	0-10%	central	(blue),	
clock	triggers	(red),	all	triggers	(black)	
	
Le_:	CorrelaQon	coefficient	between	chip	hits	
and	bbc	calculated	over	a	sliding	window	of	
500	events.	Each	level	is	event	shi_ed	by	a	
different	amount	
	
Top	level	has	good	correlaQon,	but	none	on	
the	boiom	3	levels	
	
Because	there	is	a	4	event	buffer,	there	is	
reason	to	believe	a	shi_	would	not	exceed	
four,	but	we	can	shi_	by	any	amount	

Each	level	has	same	y	axis	of	0	to	1		
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Good chip Jump chipSample	output:	bad	chip	
As	an	example,	ran	over	
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central

all triggers

clock trigger

ρ (VTX vs. BBC)

Top: Mean hit rate per chip 
Bottom: Correlation coefficient between VTX and BBC 
(should be ~1) when given numbers of events are 
artificially shifted.

Good chip: 
SHIFT0 has a good correlation, and the 
others do not. 
 
Jump chip: 
SHIFT0 loses a correlation at the middle 
of run, and instead SHIFT3 gets a good 
correlation and moves to SHIFT2 and 1. 
→ Are pointers to “a next pushed event” 
in 4-event buffer faulty working?

(K. Hill, 4/20/2016)


